SERIES TEMPORELLES

UNIVERSITE DU MAINE (PARTIEL, L3)

EXERCICE 1 Donner l'expression des vraisem-
blances exacte et conditionnelle d'un proces-
sus MA(2) d’espérance nulle. On notera Vr =
{v1,¥2,...,yr} I'échantillon et on supposera que
les innovations sont normalement distribuées
d’espérance nulle et de variance o2. Serait-il pos-
sible d’estimer les parameétres de ce modele par les
MCO?

EXERCICE 2 Supposons que {y;,t € Z} soit un
ARMA(1,1) de la forme :

1 2
yp =1+ gyt—l +er — §€t—1

avec ¢; un bruit blanc d’espérance nulle et de
variance 1.

(1) Le processus est-il asymptotiquement station-
naire au second ordre et inversible ? Justifier votre
réponse. (2) Calculer l'espérance du processus
{y:}. (3) Calculer la variance, la fonction d’auto-
covariance et la fonction d’autocorrélation du pro-
cessus {y}.

EXERCICE 3 Calculer les moments d’ordre 1 et 2
d’un processus ARMA(1,2) que nous supposerons
stationnaire :

Yo = CH+ p1yi—1 + € — 01641 — Oagy 2

ol ; est un bruit blanc d’espérance nulle et de va-
riance o2.

EXERCICE 4 Supposons que pour mesurer la
composante cyclique d’une série temporelle nous
considérions la variation de la variable, i.e. suppo-
sons que la composante cyclique d'une série tem-
porelle {y, }+cz soit :

yi = Ay = Y — Y1

(1) Montrer que la fonction d’autocovariance de la
composante cyclique (notée . (h)) vérifie :

Ye(h) =2vy(h) —v(h —1) —v(h + 1)

out y(h) est la fonction d’autocovariance du pro-
cessus {y: }tez-

On suppose que le processus stochastique {y; }1ez
estun AR(1):

Yt = pYt—1 + €¢

avec p un réel entre -1 et 1 (exclus) et & un
bruit blanc de variance 2. (2) Calculer la fonction
d’autocovariance 7. (h) de la composante cyclique.
Montrer que 7.(h) < 0 pour tout h si p € [0,1] et
que cette fonction d’autocovariance est de signe al-
terné sinon.



