Estimation par Maximum de Vraisemblance

Exemples
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Loi uniforme — Un cas singulier

Synthése
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Loi normale
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Loi normale — Présentation

» La loi normale est omniprésente en statistique :
» Erreurs de mesure en physique, métrologie
> Taille, poids et caractéristiques biologiques
» Scores de tests psychométriques
» Rendements financiers (en premiére approximation)

» Distribution limite par le théoréme central limite

» C'est la distribution de référence pour la théorie de I'estimation : c'est souvent le
cas ol les calculs sont les plus explicites.
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Loi normale — Modéle

> X; ~N(u,0%) avec p € Ret 02 >0:

flaspo®) = — eXp<_W>

oV 2T

» Moments :
EX]=p  V[X]=0°

» On peut paramétrer par (i, o2) ou par (i, o). Nous utilisons (u, o2).
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Loi normale — Log-vraisemblance

» Vraisemblance :

» Log-vraisemblance :
£(11,0%) = 2 log(27) — ¥ log(o Z

» On peut réécrire le dernier terme :

@@ f5abed5 — 6/140 — 24 janvier 2026


https://creativecommons.org/publicdomain/zero/1.0/deed.fr
https://github.com/stepan-a/microeconometrics

Loi normale — Estimateur de p

» Condition du premier ordre :

UQZ

» Solution :

A 1 < .
NMV:nz;Xi:X
=

» ('est la moyenne empirique.

)=0 = le—nu
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Loi normale — Estimateur de o2

» Condition du premier ordre :

o

» En remplagant p par i =% :

n I « 9
507 = 207 * gt 250
=1

n 1 & _\2
207 = 201 25 =D
=1
» Solution :
1< _
&12\/[\/ - E Z(Xz - X)2
=1

» C'est la variance empirique (avec diviseur n, pas n — 1).

=0
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Loi normale — Distribution exacte de /i

» Puisque ji = %Z?:l X; est une combinaison linéaire de variables normales
indépendantes :
o2
i~ N <u, )
n
» Propriétés :
» E[i] = u : estimateur sans biais

2
N o .
> VI[i] = — : variance exacte
n

» Distribution exactement normale pour tout n
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Loi normale — Distribution exacte de 62

» On montre que :

2
» Puisque E[x2_;]=n—1:
52
n n—1
E[z}:n_l = E[g’]= o
o n
» L'estimateur MV est biaisé : il sous-estime o2.
2
> Biais : Biais(62) = — —
n
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Loi normale — Estimateur sans biais de o2

» L'estimateur sans biais de o2 est :

> Ona E[S?] =02

» Le diviseur n — 1 (et non n) correspond aux degrés de liberté : on perd un degré
de liberté en estimant u par X.

» C'est I'estimateur utilisé par défaut dans la plupart des logiciels statistiques.
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Loi normale — Variance de 62

> Puisque V[x7] =2k, ona V[x2_;] =2(n —1).

» Variance de |'estimateur MV :

né? n?
2(n — 1)t
2] _
vie? = =1
4
» Pour n grand : V[6?] ~ 20°
n
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Loi normale — Variance de S2

» Puisque S? = 252 :

’I’l2 TL2 n — 0'4
V[SQ] — (n — 1)2V[A2] _ (n ~ 1)2 2( n21)
V[S2] _ n20—41

> Pour n grand, V[63,,,] < V[S?].

> L'estimateur MV (biaisé) a une variance légérement plus faible que I'estimateur
sans biais.
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Loi normale — Indépendance de /i et 52

Théoréme de Cochran
Pour un échantillon i.i.d. de loi normale, X et Y1 | (X; — X)? sont indépendants.

» Conséquence : i = X et 62 sont indépendants.

> Cette indépendance est cruciale pour construire la statistique de Student :
X —p
S/v/n

ot S = V52 est |'écart-type empirique corrigé.

T
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Loi normale — Information de Fisher

» Dérivées secondes :

ot __n
O o?
0*¢ n 1< 9
0(02)? T 204 oF (zi =)
i=1
foRl 1<
Oudo? - ﬁz(% 2
i=1
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Loi normale — Matrice d'information de Fisher

> K [Z?:l(Xi - M)Q] =no’ et E [Z?:l(Xi - M)] =0

» Matrice d'information de Fisher :

I(p,0%) = (% . )

204

» La matrice est diagonale : i et o2 sont orthogonaux.

> Les estimateurs /i et 62 sont asymptotiquement indépendants (et méme
exactement indépendants pour la loi normale).
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Loi normale — Bornes de Cramér-Rao

> Pour u :
1 o?
Vgl > — = —
] = )
o? . .
Variance exacte de [i : — = efficace a distance finie.
n
» Pour o2 : )
1 20
V[6?] > =
") = 12,2 n
_ 2(n —1)o*  20% 1
V. tede g2, i ——-— ="+ (1-=
ariance exacte de 673,y 3 - -

» L'estimateur MV de o2 est asymptotiquement efficace (mais pas exactement
efficace a distance finie).
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Loi normale — Erreur quadratique moyenne

» L'erreur quadratique moyenne (EQM) combine biais et variance :
EQM(6) = V[4] + Biais(0)?

» Comparaison pour |'estimation de o2 :
Estimateur  Biais  Variance EQM

~92 2 2(n—1)o? (2n—1)o?
OMV (o2 /’I’L 2 n2

2 204 204
S 0 n—1 n—1

> Pour n >2: EQM(63,,,) < EQM(S?) (I'estimateur MV biaisé a une EQM plus
faible).
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Loi normale — Résumeé

» Estimateurs du maximum de vraisemblance :

N > . 1 -
fivv = X, Uzzwv—nz;(Xi—X)Q
1=
» Propriétés :
i Thrv

Biais 0 —o%/n
Variance o?/n 2(n — 1)o*/n?
Efficace Oui (exact) Asymptotiquement
Distribution ~ N (1, 0%/n) %ZX%_I

> Les estimateurs ji et 62 sont indépendants (théoréme de Cochran).
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Loi de Bernoulli
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Loi de Bernoulli — Présentation

» La loi de Bernoulli modélise une épreuve a deux issues (succés/échec) :
» Pile ou face
» Réussite ou échec d'un traitement médical
» Défectueux ou conforme dans un contrdle qualité
» Clic ou non sur une publicité en ligne

» Vote pour ou contre une proposition
» ('est la brique de base pour construire :

» Loi binomiale (somme de n Bernoulli i.i.d.)

> Loi géométrique (nombre d’essais jusqu’au premier succés)

@@ f5abed5 — 21/140 — 24 janvier 2026


https://creativecommons.org/publicdomain/zero/1.0/deed.fr
https://github.com/stepan-a/microeconometrics

Loi de Bernoulli — Modéle

» X, ~ Bernoulli(p) avec p € (0,1) :

P(X =z)=p"(1-p) =, z€{0,1}

» Moments :
EX]=p,  V[X]=p(l-p)

» La variance est maximale pour p = 1/2 (incertitude maximale).
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Loi de Bernoulli — Log-vraisemblance

» Vraisemblance :

L(p) = [T " (1 —p)' =" = pima®i(1 — p) -2z

=1

> En notant S = """, z; le nombre de succeés : L(p) = p°(1 — p)"~*

» Log-vraisemblance :

{(p) = Slogp+ (n — S)log(1 - p)
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Loi de Bernoulli — Estimateur MV

» Condition du premier ordre :

o S n—8§

o p 1-p

=0 = S=pn

» Solution :

X S 1< _
DMV = — ZXZ':X
=1

n n 4

C'est la proportion empirique de succés.

e 0%l S n—_S
» Vérification : 87])2 = —?—W <0V
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Loi de Bernoulli — Variance exacte de |'estimateur

» La somme S =", X; suit une loi binomiale Bin(n,p) :
E[S] =np,  V[S]=np(1l—-p)

» Puisque p = S/n : E[p] = p (estimateur sans biais).

» Variance exacte :
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Loi de Bernoulli — Information de Fisher

» Dérivée seconde de la log-vraisemblance :

2 S n-S

o (L-p?

» Espérance (avec E[S] = np) :

P (1-p? p 1-p

02¢ np n—np n n
o] =

» Information de Fisher :

826} n n n

Ip)=—E {8192 p TTop  pd-p)
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Loi de Bernoulli — Efficacité de |'estimateur

» Borne de Cramér-Rao : V[p] > Ty =

]_ _
» Variance exacte de p : u

Résultat remarquable

L'estimateur p = X atteint exactement la borne de Cramér-Rao.

C'est un estimateur efficace (pas seulement asymptotiquement).
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Loi de Bernoulli — Distribution de |'estimateur

» Distribution exacte (puisque S = np ~ Bin(n,p)) :

Po=k/m) = () =p ™ k=01
» Distribution asymptotique (par le TCL) :
~ d
Vn(p —p) = N(0,p(1 - p))

soit 7N (p, 22

n

» Cette approximation est bonne pour np > 5 et n(1 — p) > 5.
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Loi de Poisson
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Loi de Poisson — Présentation

» La loi de Poisson modélise le nombre d'événements rares dans un intervalle :
» Nombre d'appels recus par heure dans un centre
» Nombre de défauts par métre de tissu
» Nombre d'accidents par jour sur une autoroute
» Nombre de mutations par génome

» Nombre de clients arrivant dans une file d’attente

» Limite de la loi binomiale Bin(n,p) quand n — co et p — 0 avec np — A.
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Loi de Poisson — Modéle

» X, ~ Poisson(\) avec A > 0 :

\ee—A

P(X =k) = . k=0,1,2,...

k!

» Moments :
E[X] = A, VIX]=A

> L'égalité espérance = variance est caractéristique de la loi de Poisson.
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Loi de Poisson — Calcul des moments

» Espérance :

o~ e Y XA
k=1 ’ j=0 J:
» Calcul de E[X (X —1)]
L Mg N
EX(X —1)] = =N MY D= )2
X-n= 3 gy g@ j!
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Loi de Poisson — Log-vraisemblance

» Vraisemblance :

ASe—nA
» Ennotant S =31 x;: L(\) = T o
i=1 xi.

» Log-vraisemblance :

(X)) = Slog A — n\ — Zlog(xi!)

=1
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Loi de Poisson — Estimateur MV

» Condition du premier ordre :

» Solution :

. S 1 _
MV n n ;:1 7

L'estimateur est la moyenne empirique.

2

o loal4 S
» Veérification : VARV <0V
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Loi de Poisson — Variance exacte de |'estimateur

» Lasomme S =>"", X; ~ Poisson(n)\), donc :
E[S] = nA, VIS] = nA

~

> L'estimateur est sans biais : E[A\] = A

» Variance exacte :
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Loi de Poisson — Information de Fisher

» Dérivée seconde de la log-vraisemblance :

» Espérance (avec E[S] = n)) :

» Information de Fisher :

o’ S
oOX2 )2
02%¢ nA\ n
E [av] BESCEREY
0% n
X =-E [av] =3
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Loi de Poisson — Efficacité de |'estimateur

« 1 A
» Borne de Cramér-Rao : V[A] > —
I(A) n

> Variance exacte de \ :

3| >

Résultat remarquable
L'estimateur A = X atteint exactement la borne de Cramér-Rao.

C'est un estimateur efficace (pas seulement asymptotiquement).
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Loi de Poisson — Distribution de |'estimateur

> Distribution exacte (puisque nX = S ~ Poisson(n\)) :

(n/\)ke_")‘

P(A=k/n) = ==,

» Distribution asymptotique (par le TCL) :

VA =X)L A0, 0)

soit A PRZN (A 2)

k=0,1,2,...
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Loi exponentielle

@@ f5abed5 — 39/140 — 24 janvier 2026


https://creativecommons.org/publicdomain/zero/1.0/deed.fr
https://github.com/stepan-a/microeconometrics

Loi exponentielle — Présentation

> La loi exponentielle modélise la durée de vie ou le temps d'attente :

» Temps entre deux appels dans un centre téléphonique
» Durée de vie d'un composant électronique
» Temps d'attente a un guichet

» Temps entre deux tremblements de terre

» Propriété sans mémoire (seule loi continue la vérifiant) :

P(X>s+t| X >s)=PX >t)
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Loi exponentielle — Modéle

> X1, Xn " Exp()) avec A > 0 :
flz; ) = e ™M >0

» Moments :

> Lasomme S =3, X; est une statistique suffisante.
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Loi exponentielle — Log-vraisemblance

» Vraisemblance :

L)) = ﬁ e M = A" exp (—)\Zn:xz)
j i=1

» Log-vraisemblance :

((A) =log L(\) = nlog A = A =
=1
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Loi exponentielle — Estimateur MV

» Condition du premier ordre :

» Solution :

2

i ¢
» Veérification : (‘(()))\2 = —% <0V
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Loi exponentielle — Variance exacte de |'estimateur

> Onad=n/Sous=3" X,

» La somme S a pour densité (loi Gamma) :

)\nsnfl ef)\s

fS(S)_ (n—l)' ’

s>0

» Calcul de E[1/S] (pour n > 1) :

1 _ A > n—2 _—M\s
elg) = o | e
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Loi exponentielle — Variance exacte (suite)

k!
M\k+1 :

o
> En utilisant/ sFe M ds =
0

O

E[l]_()\" (n—2)! A

« A A -
» Donc E[A\]=n- 1= 1 1 (estimateur biaisé a distance finie).
n— n—

» Calcul de E[1/5?] (pour n > 2) :

E[l]: A" (n —3)! A2
(

2| T n=—Dl A2 T (n-1)(n-2)
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Loi exponentielle — Variance exacte (fin)

» Variance :
o n?\? n?\? n?\? 1
V[ ]: (n—l)(n—?) - (n_1)2 = (n_1)2 . n_ 9
“ n?\?
YW = ooy

> Pour n grand : V[\] ~ =
n
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Loi exponentielle — Information de Fisher

» Information de Fisher :

ON2 A2l 2
. A 1 A2
» Borne de Cramér-Rao : V[A\] > —— = —
I(A) n
» Comparaison :
242 2
» Variance exacte : (n—?)%n—?) ~ % pour n grand

» |'estimateur atteint la borne de Cramér-Rao seulement asymptotiquement
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Loi géométrique
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Loi géométrique — Présentation

> La loi géométrique modélise le nombre d’essais jusqu'au premier succés :
» Nombre de lancers de dé jusqu'a obtenir un 6
» Nombre de clients démarchés jusqu'a une vente
» Nombre de tentatives jusqu'a la réussite d'un examen

» Position du premier défaut dans une chaine de production

» C'est la version discréte de la loi exponentielle, elle vérifie aussi la propriété sans
mémoire.
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Loi géométrique — Modele

» X, ~ Geom(p) avec p € (0,1) :

» Moments :

> La somme S =3, X; suit une loi binomiale négative NegBin(n, p).
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Loi géométrique — Séries utiles

oo
1
» Série géométrique (pour |q| < 1) : qu =
)

k=0

» Dérivée premiére par rapport a q :

> d 1 1
4 ()
kzlq dg\1-¢q) (1—¢)

» Dérivée seconde par rapport a ¢ :

> k(k—1)q
k=2

H:di 1 _ 2
dg? \1—¢ (1—q)?

» Avecgq=1—p,onal—q=p, donc:

00
Z qu—l —
k=1

1 ad 2

= k(k—1)¢" 2 ==
5D 3

p P p
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Loi géométrique — Série du logarithme

> De la série géométrique 12— = Y7 z* pour x| < 1, en intégrant de 0 a ¢ :

/Ol_x—Z/xdx

> A gauche : —log(1 — ¢). A droite : 3%, &

J=1j
ok
» Conclusion : Z % = —log(1 —q)
k=1
00 k
> Avecq—l—p:E:< kp) = —log(p)
k=1
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Loi géométrique — Calcul des moments
» Espérance (avec ¢ =1 —p):

o0 [o.¢] 1
EX]=>k-¢"'p=p> ké'=p 5 =|=
k=1 k=1 p p

» Calcul de E[X (X —1)] :

Il
i

(e 9]
- 2 2q
EIX(X —1)] =Y k(k—1)¢" 'p=pg> k(k - 1)¢" 2= pg- 5 = 2
k=2 k=2 P> p
» Donc E[X?] = 1%4_ % - Q%JQrp — Lig

» Variance :
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Loi géométrique — Log-vraisemblance

» Vraisemblance :

» Log-vraisemblance (avec S =" | ;) :

{(p) = nlogp + (S —n)log(l — p)
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Loi géométrique — Estimateur MV

» Condition du premier ordre :

o n S-n

o p 1-p

=0 = n=pS

» Solution :

n

PMV = = v =
Z?:l Xi

| =
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Loi géométrique — Biais de |'estimateur

» Par I'inégalité de Jensen (puisque g(z) = 1/x est convexe) :

E[ﬁ]zn'EB] >n'IE[1]:p

L'estimateur surestime p en moyenne.

> Calcul exact pour n =1 (avec Y 2, % = —log(1—¢q)):
glL :giﬁ:_plogp
X 9= k 1-p

» Exemple : pour p = 0.5, E[p] = log 2 ~ 0.693, soit un biais de +0.193.
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Loi géométrique — Biais (n = 1) : représentation graphique

1 I T T =
- plogp e
0.8 Bl = - |
--- p (valeur vrale) LT

0.6 0.8 1

Le biais (écart entre les courbes) est toujours positif : I'estimateur surestime p.
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Loi géométrique — Biais : formule exacte (1/5)

» Pour S ~ NegBin(n,p) avec P(S =k) = (n 1)pnqk n .

L-EIC D e

1 ! L
» En notant que : z :/ t*=1dt, il vient
0

£ Lo

1 00 .
_ j+n-—1 ;

nyn—l tq)? dt
@/Op E <n1>(Q)
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Loi géométrique — Biais : formule exacte (2/5)

> Sachant que 3°72, (j+"71)xj =(1—2)~ ", il vient :

n—1
1 1 tn—l
o) = / B
M Py (T =tq)

» En posant u =1 — tgq, onadt:—d—q“,et:

2[s] - (G) L=
—-q

» En posant v = (1 —u)/u, on a du = —ﬁ dv, et :

1 p\" [Pyl
El=|=(Z%
{5} <q) /0 e
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Loi géométrique — Biais : formule exacte (3/5)

Vérification pour n =1 :

1 LS| 1 ]
EH:p/ dv:plog<1+q>:plog<>:_p0gp y
X qJo 1+vw q D q P 1-p
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Loi géométrique — Biais : formule exacte (4/5)
» Pour v € [0,q/p], on a:

> uv>0=14v>1= <1

> < 9= 140p< =

1
P P

hSES]

» Ainsi, pour tout v € [0,q/p] : p < 1Jlr <1

» En multipliant par v~ > 0, puis en intégrant sur [0, q/p)] :

n q/p ,mn—1 n
) =)
nA\p o l1+wv nA\p
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Loi géométrique — Biais : formule exacte (5/5)

n
Finalement, en multipliant par n (%) :

noorq/p ,n—1
p<n P / Y dv <1
q/) Jo 14w

<p<E[p <1

L'estimateur p surestime p en moyenne, mais reste borné par 1 (c'est heureux).
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Loi géométrique — Convergence : concentration de v" !

» Pour n grand, v" !

se concentre prés de la borne supérieure v = q/p.
» Considérons v € [0, ¢q/p] avec ¢/p > 0 :

n—1
> Siv < q/p, alors ﬁ < 1, donc (ﬁ) — 0 quand n — o0

> Plus v est petit par rapport a ¢/p, plus v"~! décroit vite

» Découpons l'intégrale :

q/p ,n—1 q/p—¢ ,n—1 q/p ,n—1
/ Y dv :/ Y dv+/ v dv

o l+4w 0 1+v q/p—e L+ v
—_—

I I

avec € > 0 petit.
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Loi géométrique — Convergence : la premiére intégrale I;

> Sur [O,q/p—a],onavgq/p—eetlj%vgl, donc :

q/p—€ ,mn—1 q/p—¢ _\n
I = / T dv< / "y = la/p=c)"
0 14w 0 n

» En comparant avec l'intégrale totale :

I < @p—e)/n _ (1 619)”

S yntdy ~ (afp)"/n g

— 0

n—oo

» La contribution de I; décroit exponentiellement vers 0.
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Loi géométrique — Convergence : |la seconde intégrale I

_ 11 _ p _
» Env=y¢/p, ona o = Tra/p = prg = P

» Pour v proche de ¢/p, on peut approximer ﬁ par sa valeur en ¢/p.

» Ainsi, avec cette approximation :

a/p -1 a/p
12:/ dvaﬁp/ " do
q q

Jp—e 1tV /p—e
~p (/)" ~ (afp— )"

-t |- (2]

(1 _2\" L~r ()"
>Pourngrand.<1 q) —>O,donc.Ig~n<p)
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Loi géométrique — Convergence : conclusion

» Puisque I; /I — 0 et Iy = E(q/p)" :

a/p yn—1 p [(q\"
/ dv ~ = <> pour n grand
o Ll+4w n\p

) p\" [P ! p\" p (a\"
Ejpl =n (2 dwen(2) 2(2) =
) n(Q) /0 Tto " q n \p P

Biais(p) = E[p] —p —— 0

n—oo

» On a donc:

et

L'estimateur est asymptotiquement sans biais.
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Loi géométrique — Variance : approche exacte
» Variance exacte :
Vp] = E[5%] — E[p]® = n’E | — 2E12
p] = E[p"] —E[p]" =n’E | m| —n'E | &
» On connait E[1/S]. Pour E[1/5?], on utilise :

1 L _logt
:/ 08 L yh—1 gy
2o, 1

» |l faut alors calculer I'intégrale suivante :

1 L(—logt)tnt
E|=|=p" = dt
{52] p/o (1—tq)"

» Cette intégrale n'a pas de forme simple, mais on peut montrer que pour n grand :

p*(1—p)

Vip] ~
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Loi géométrique — La méthode delta

» Probléme : on connait E[S] et V[S], mais on veut V[g(S)] pour g(z) = n/x.
» Méthode delta : si /n(S, — u) 4 N(0,0?), alors pour g dérivable en 1 :

Valg(Sa) = g(1) % N0, g/ ()]?0?)

» Conséquence pratique pour n grand :

V[g(S)] ~ [g' (E[S]))* - V[S]

» Justification par développement de Taylor de g autour de E[S] :
9(S) ~ g(E[S]) + ¢'(E[S])(S — E[S])
d'ou V[g(S)] = [¢'(E[S])]*V[S].
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Loi géométrique — Variance : approximation par méthode delta

» Onap=mn/S=g(S) avec g(x) =n/z.

n

» Cette approximation est asymptotique : elle devient exacte quand n — oo.
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Loi géométrique — Information de Fisher

» Dérivée seconde :
?_ n  S-mn
o> p? (1-p)?
» Sachant que E[S] = nE[X] =n/p:

I(p)z—E{M]z nnfpon_n,

p> (1-p? p?

1e) = p*(1 —p)

n(l—p)
p(1 —p)?

2 J—
» Borne de Cramér-Rao (cas sans biais) : V[p] > 1L _pr(-p

I(p)
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Loi géométrique — Efficacité : MSE vs borne de Cramér-Rao

» La variance peut &tre calculée avec de |'intégration numérique.

» On peut aussi calculer I'erreur quadratique moyenne de I'estimateur :

» Exemple pour p = 0.5 :

MSE[p] = V[p] + Biais[p]?

n  Biais? Variance  CR MSE CR/Var
1 0.037 0.102 0.125 0.139 123%
5 0.002 0.028 0.025 0.031 89%
10 0.001 0.014 0.0125 0.014 92%
50 0.000 0.003 0.0025 0.003 98%

» Le biais domine en petit échantillon, puis devient négligeable.

@@ f5abed5 — 71/140 — 24 janvier 2026


https://creativecommons.org/publicdomain/zero/1.0/deed.fr
https://github.com/stepan-a/microeconometrics

Loi géométrique — Efficacité selon p

» L'efficacité dépend fortement de p (ici pour n =5) :

p  E[p] Biais  Variance CR MSE  CR/Var
0.2 0.236 +0.036  0.011  0.0064 0.012  58%
0.5 0.549 +40.049  0.028 0.025 0.031  89%
0.8 0.828 +0.028 0.021  0.0256 0.022 122%

» Pour p petit : Variance > CR (estimateur a variance élevée)
» Pour p grand : Variance < CR (possible car |'estimateur est biaisé)

> Explication : pour p petit, les X; sont grands et variables, amplifiant le biais de
p=1/X.
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Loi géométrique — Efficacité asymptotique

> Résumé :
> | 'estimateur p = n/S est biaisé pour n fini

> Le biais est positif : E[p] > p

» Le biais tend vers 0 quand n — oo : estimateur asymptotiquement sans biais

» Quand n — oo :

. pl-p) 1
VIp| ~ 0 I

> L'EMV p est asymptotiquement efficace, comme attendu.
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Loi géométrique — Un estimateur sans biais

» A partir de I'expression du biais, on peut construire un estimateur sans biais. Pour
n > 2, considérons |'estimateur :

~_n—l

P=91

> On utilise I'identité - Iy o b ko
n utilise |entlte.m(n_1)*n 1(71—2)

» Calcul de I'espérance :

e [5=] =<n—1>i;1<fiii)p"qk—"
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Loi géométrique — Variance de |'estimateur sans biais

» Pourn=2onap= 1 avec S ~ NegBin(2,p).

» En utilisant des techniques similaires aux calculs précédents :

e e

» Variance exacte pour n =2 :

Vi = E [(5_11)2] e _pk;gp 2
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Loi géométrique — La borne de Cramér-Rao est-elle atteignable 7

» Comparaison pour n =2, p = 0.5 :

Estimateur Variance MSE Biais
p=(n—1)/(S—1) (sans biais) ~ 0.097  0.097 0
p=n/S (EMV) 0.067  0.080 0.114
Borne de Cramér-Rao 0.0625 - -

» On a V[p] > V[p|] > 0.0625 = BCR : aucun estimateur n'est efficace a distance
finie.

» Cependant, puisque :
n—1 o n—1

p:S—lzp' n

L'EMV p étant asymptotiquement efficient, I'estimateur sans biais p |'est aussi.
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Plan

Loi Gamma
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Loi Gamma — Présentation
» La loi Gamma généralise la loi exponentielle et modélise :
> Temps d'attente jusqu'au a-iéme événement (processus de Poisson)
> Précipitations, débits de riviéres (hydrologie)
» Temps de service dans les files d’attente
» Distribution des revenus, taille des sinistres (assurance)
» Cas particuliers :

» o =1 : loi exponentielle

> a=n/2, f=1/2: loi du chi-deux a n degrés de liberté
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Loi Gamma — Modeéle (forme connue)

» X, ~ Gamma(a, 3) avec a > 0 connu et 8 > 0 inconnu :

i) = pga™le P a0
» Moments : o o
BX)=5  VIX- g

» Lasomme S =>", X; ~ Gamma(na, j).
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Loi Gamma — Log-vraisemblance

» Log-vraisemblance :

L(B) = nalog B —nlogl(a) + (o — 1) Zlogwi - ﬁZazi
i=1 i=1
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Loi Gamma — Estimateur MV

» Condition du premier ordre :

ol  no "
— = — _in =0
9p B i=1

» Solution :

B B no _a
MV_Z?:lXi_X

> Si « était aussi inconnu, pas de forme explicite pour é&.
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Loi Gamma — Variance exacte de |'estimateur

» Ona f=na/S ot S~ Gamma(na, 3).

» Pour na > 2 :

~  naf 59 (na)? B
E[f] = noa—1’ 5] (na — 1) (na — 2)
> Variance exacte :
3 (na)?p?
ME (na — 1)%(na — 2)
A ﬂQ
» Pour n grand : V[§] ~ .
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Loi Gamma — Information de Fisher

2
» Dérivée seconde : gﬁé = —%
» Information de Fisher :
0% no
1)~ |5 | - 52
R B2
» Borne de Cramér-Rao : V[§] > —
no

» Plus « est grand, plus I'estimation est précise.
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Plan

Loi log-normale
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Loi log-normale — Présentation

» La loi log-normale modélise des phénomeénes multiplicatifs :

» Prix des actions, rendements financiers

» Taille des particules, diamétre des gouttelettes
» Distribution des revenus, des richesses

» Durée de survie en médecine

» Concentrations chimiques

» Caractéristique : X suit une loi log-normale < log X suit une loi normale.
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Loi log-normale — Modéle

» X, ~ LogNormal(u,o?) si log X; ~ N (u,0?) :

fz;p, 0% = 1 exp <_(log:c—,u)2> , x>0

o/ 21 202

» Moments de X :

E[X] = ehto°/2,  V[X] = e2to’ <e‘72 — 1)
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Loi log-normale — Log-vraisemblance

» En posant Y;

=log Xi ~ N (u,0°

) :

n
) log(2m) — log Z log x;
n
> (logz; — p)?
i=1

» C'est la log-vraisemblance d'un échantillon normal sur les Y; = log X;.
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Loi log-normale — Estimateurs MV

» Conditions du premier ordre :

o 1< 1 2
aﬂzag;(log%‘_ﬂ):o, W:_ﬁ—i_ﬁg(log%_ﬂ) =0

» Solutions :

A 1 & - ) 1 N
Amy = nzllogXi =logX | |63y = n;(IOgXi - p)?
1= =
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Loi log-normale — Variance exacte des estimateurs

> Les Y; = log X; sont i.i.d. N'(u,0?).

2

» Pour i : ﬂ:YN_/\/’(M,%Q>, donc | V[/] :%
9 MO 9 o1 2(n—1)0*
» Pour - : ? ~ Xn—1: donc V[O' ] = T
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Loi log-normale — Matrice d'information de Fisher

» Dérivées secondes :

02/ n 0?0
o2~ o2 Qude? ot Z (log i —

o2

» Matrice d'information de Fisher :

2 Lo
I(MU):”(‘B 1)
204

» Les paramétres sont orthogonaux : fi et 5% sont asymptotiquement indépendants.
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Plan

Loi de Pareto
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Loi de Pareto — Présentation

» La loi de Pareto modélise des phénoménes avec des valeurs extrémes fréquentes :
» Distribution des revenus et des richesses (loi des 80-20)
» Taille des villes, des entreprises
» Popularité des sites web, des mots dans un texte
» Montants des sinistres en assurance
» Magnitude des tremblements de terre
(0%

> Propriété : décroissance en loi de puissance (queue épaisse) : P(X > x) ox z~
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Loi de Pareto — Modéle

> X, ~ Pareto(«, x,,) avec z,, > 0 connu et o > 0 inconnu :

> Attention : la variance n'existe que si a > 2.
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Loi de Pareto — Log-vraisemblance

» Log-vraisemblance :

(o) =nloga+ nalogzy, — (a+1) Zlogazi
i=1
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Loi de Pareto — Estimateur MV

» Condition du premier ordre :

% :Z+nlogxm;10g:ci =0

» Solution :

n n

Yo, log Xi — nlog zy, o o log(Xi/xm)

aypy =

C’est I'inverse de la moyenne des log-rapports.
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Loi de Pareto — Variance exacte de |'estimateur

» Posons Y; = log(X;/zy,). Si X; ~ Pareto(a, x,,), alors Y; ~ Exp(a).

» Donc S =3 ,Y; ~ Gamma(n,a) et & =n/S.

» Pourn >2:E[g] = na
n—1
n’a?
V A —
A= ey
o2
» Asymptotiquement : V[&]| ~ —
n
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Loi de Pareto — Information de Fisher

) a4
» Dérivée seconde : 5
oo

n .
5 (ne dépend pas des observations !)

n

I(a) = 2

» Information de Fisher :

2
» Borne de Cramér-Rao : V[a] > al
n

» Méme forme que pour la loi exponentielle (lien via la transformation log).
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Loi binomiale négative
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Loi binomiale négative — Présentation

» La loi binomiale négative modélise le nombre d'échecs avant r succes :
» Nombre de lancers ratés avant de gagner r fois
» Nombre de clients non intéressés avant r ventes
» Données de comptage avec surdispersion (alternative a Poisson)
» Nombre d'accidents par conducteur (hétérogénéité)
> Relations :
> r =1 : loi géométrique

» Meélange Poisson-Gamma : modélise la surdispersion
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Loi binomiale négative — Modéle

» X, ~ NegBin(r,p) avec 7 > 0 connu et p € (0,1) inconnu :
E+r—1
P(X:k:):< +}: )(l—p)kpr, E=0,1,2,...

(X = nombre d'échecs avant r succeés)

» Moments :
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Loi binomiale négative — Log-vraisemblance

» Log-vraisemblance (avec S =" | ;) :

{(p) = const + S'log(1 — p) + nrlogp
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Loi binomiale négative — Estimateur MV

» Condition du premier ordre :

ol S nr
—=—+4+—=0 = nrp=5(1-
» Solution :
R ~onr
pMV_nT+S_r+X
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Loi binomiale négative — Variance de |'estimateur

» Méthode delta avec g(x) = r/(r + x) et ¢'(z)

» Avec E[X]|=r(1—p)/p:r+E[X]=r/p, donc ¢ (E[X])

» Variance approchée :

PP -p)

nr

—r/(r +x)2

= —p?/r.
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Loi binomiale négative — Information de Fisher

*_ S
o> (1-p? p?

» Espérance (avec E[S] = nr(1 —p)/p) :

» Dérivée seconde :

nr(l— p)/p B nr
1) =" p2 | PP(-p)

2
1—
» Borne de Cramér-Rao : V[p] > p(nrp) v
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Loi de Cauchy
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Loi de Cauchy — Présentation

» La loi de Cauchy apparait dans plusieurs contextes :

» Rapport de deux variables normales indépendantes centrées
» Distribution de certains phénomeénes physiques (résonance)
» Modélisation de données avec valeurs extrémes fréquentes

» Finance : modéles & queues épaisses

» Exemple :si XY @N(O, 1), alors X/Y ~ Cauchy(0, 1).
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Loi de Cauchy — Modéle

» X,; ~ Cauchy(u, o) avec 1 € R (position) et o > 0 (échelle) :
1

o (1 + (%)2>

f@;p,0) =

» Fonction de répartition :

» Propriétés de symétrie :
» 1 est la médiane et le mode

» Distribution symétrique autour de p
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Loi de Cauchy — Absence de moments

Propriété fondamentale
La loi de Cauchy n'a ni espérance ni variance !

» Pour que E[X] existe, il faut que I'intégrale soit absolument convergente, i.e.
E[|X]] < o0.

» Vérification pour =0, 0 =1

o0 || 2/°° x 2 [1 9 |
E|X]]= [ — _qr=2 dz = 2 |2 log(1 _
X1 /0077(1+m2) S o 1+a2? T2 og(1+a7) 0 oo

» L'intégrale diverge logarithmiquement : E[X] n'existe pas.
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Loi de Cauchy — Conséquences sur les estimateurs classiques

> SiXy,..., X, ud Cauchy(p, o) :
1 n
Xy =~ E X; ~ Cauchy(p, o)
n
i=1

La moyenne suit la méme loi quelle que soit la taille de I'échantillon !

> Fonction caractéristique d'une v.a. de Cauchy p(t) = el
inut—nolt|

> Pour la somme : o5~ x, (1) =€

> Pour la moyenne : v (t) = ¢y x,(t/n) = eint—alt|

@@ f5a6ed5 — 109/140 — 24 janvier 2026


https://creativecommons.org/publicdomain/zero/1.0/deed.fr
https://github.com/stepan-a/microeconometrics

Loi de Cauchy — Pourquoi 'EMV fonctionne quand méme

» Les conditions de Cramér-Rao sont satisfaites

» Ces conditions ne requiérent pas |'existence des moments de X |

2
» L'information de Fisher fait intervenir E [(a%f) ] pas E[X].
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Loi de Cauchy — Log-vraisemblance

» Cas général (i et o inconnus) :

n L 2
E(u,a):—nlogﬂ—nloga—ZIOg <1+<xZ ,u) )
g

=1

» Cas simplifié (o = 1 connu, estimation de p seul) :

) =—nlogm — Zlog (L4 (2 — p)?)
i=1
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Loi de Cauchy — Equations du maximum de vraisemblance

» Dérivée par rapport a u (avec o = 1) :

MW~ 2@i—p)
8u_;1+(xi—u)2_0

» En posant u; = x; — u, on cherche p tel que :

n Wi
T
> =0
2
— 1+ u;

» C'est une somme pondérée ol les observations extrémes recoivent un poids faible
(la fonction w > %5 est bornée par ££1/2).
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Loi de Cauchy — Robustesse de I'EMV

» La fonction ¢ (u) = 1_2&2 qui apparait dans I'équation de 'EMV :

» Est bornée : |¢(u)] <1

» Tend vers 0 quand |u| — oo

> L'EMV de p est naturellement robuste aux valeurs extrémes, contrairement a la
moyenne empirique.

» Une observation trés éloignée a une contribution bornée a I'équation d’estimation.
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Loi de Cauchy — Résolution numérique

> L'équation » ;" m 0 n'a pas de forme fermée.

» Méthodes de résolution :

n 2[(37,-—;4)2—1]

» Newton-Raphson avec 6 L=, Tt

w (1),
> Point fixe : p*F*t1) = 7227”(‘(‘;,9)))1 avec w;(p) = 71+(zj_#)2

> Optimisation directe de £(u)

» La médiane empirique est un bon point de départ.
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Loi de Cauchy — Information de Fisher pour

» Score (avec 0 =1) :
dlog f  2(x—p)
o 1+ (z—p)?

» Information de Fisher pour une observation :

1

8logf>2 /OO 4z — p)?
00 =2 | (%5 oo [ (2= )P
» Enposantu =z —pu: I1(; 4f (1+u23du

dx

L+ (z — p)?]
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Loi de Cauchy — Calcul de I'information de Fisher

0o u2 -
» On utilise / mdu =3 (par résidus, ou par parties).
—0o0
> Résultat : I1( ):%.%:%

» Information de Fisher pour n observations :

In(p) = g
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Loi de Cauchy — Variance asymptotique de 'EMV

» Borne de Cramér-Rao : V[jiyy] > %(u) =2
> L'EMV est asymptotiquement efficace :
N d
V(i — ) = N(0,2)

» Variance asymptotique :

Vigmv] =

2
n

» Malgré I'absence de moments de X, I'EMV a une variance qui décroit en 1/n !
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Loi de Cauchy — Cas général avec ¢ inconnu

» Equations de vraisemblance :

ot _ 2 - il
8M 0'2 1 1 + (xi*:uf)2

o

o 2 < i — )2
of_ my 25~ ot
oo o 0= 1+($z;#)

» Systéme non linéaire a résoudre numériquement (Newton-Raphson
multidimensionnel).
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Loi de Cauchy — Matrice d'information de Fisher

» Pour le modéle complet (¢, 0) :

1 1 0
Il(/.L,O') = ﬁ <0 1)

Les paramétres sont orthogonaux.

» Pour n observations :

n (1 0
I"Wv”):ggz(o 1>

» Variances asymptotiques :

. 202 . 202
Vlipv] ~ - Vomv] ~
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Loi de Cauchy — Comparaison des estimateurs de p

» La médiane [1 est un estimateur consistant avec :

1 n2o?
Vi = =
™ Talf R =
2.47
Pour o =1: V[a] =~ —
n
» Tableau comparatif (pour o = 1) :
Estimateur  Consistant 7 Var. asympt. Efficacité
Moyenne X Non 7 -
Médiane i Oui 72/(4n) ~247/n  81%
EMV fipnv Oui 2/n 100%
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Loi de Cauchy — Efficacité relative

» Rapport des variances :

I Vi) 2/n 8

G(NMU'MV) = V[ﬂ] = 71_2/(4n) = ﬁ ~ 0.81

» Pour atteindre la méme précision que I'EMV avec n observations, la médiane
nécessite environ n/0.81 ~ 1.23n observations.

» Compromis pratique :
» La médiane est simple & calculer et robuste

» L'EMV est plus efficace mais nécessite une optimisation numérique

» La médiane est un excellent point de départ pour I'algorithme de I'EMV
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Loi de Cauchy — Résumé

» La loi de Cauchy n'a pas de moments (espérance, variance).

» La moyenne empirique ne converge pas (suit toujours une loi de Cauchy).
> Malgré cela, I'EMV est consistant et asymptotiquement normal.

» L'information de Fisher est bien définie : I,,(x) = n/2 (pour o = 1).

» Variance asymptotique de 'EMV : 252 /n.

» L'EMV est plus efficace que la médiane (rapport ~ 81%).

» L'EMV est naturellement robuste aux valeurs extrémes.
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Plan

Loi uniforme — Un cas singulier
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Loi uniforme — Présentation

» La loi uniforme modélise I'incertitude totale dans un intervalle :

» Erreurs d'arrondi
» Position d'un point sur un segment
» Génération de nombres pseudo-aléatoires

» Modéle de base en théorie des probabilités

Attention : cas non-régulier !

La loi uniforme est un exemple ou les conditions de régularité de Cramér-Rao ne sont

pas satisfaites.
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Loi uniforme — Modéle

> X; ~U(0,0) avec § > 0 inconnu :

si0<z <40

1
f(x;0) = {6
0 sinon

» Moments : E[X] = g, V[X] = %

Le probléme
Le support [0, 0] dépend du paramétre 6 !
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Loi uniforme — Vraisemblance

» Vraisemblance :

L) = [ f(@i:0) =

n {eln si 8 > max; x;
i=1

0  sinon
> L(0) =0si 0 < X(;,) = max(Xy,..., X,)
» L(0) =6~ est décroissante pour 6 > X,

> Maximum atteint en 0 = X,

» Estimateur MV : |0y = Xny = max(Xy, ..., Xy)
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Loi uniforme — Vraisemblance (représentation graphique)

> La vraisemblance est nulle pour 6 < X, puis décroit en 67"

> Le maximum est atteint en = X,y (discontinuité).
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Loi uniforme — Pourquoi c'est un cas singulier 7

» Les conditions de Cramér-Rao supposent que :

1. Le support de f(z;0) ne dépend pas de § VIOLE
2. On peut intervertir dérivation et intégration

3. La log-vraisemblance est deux fois dérivable en 6
» Conséquences :

» L'information de Fisher classique ne s’applique pas
» La borne de Cramér-Rao n'est pas valide

» L'estimateur peut converger plus vite que 1/+/n !
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Loi uniforme — Distribution de |'estimateur

» Fonction de répartition du maximum :

Fx, () = P(X(;) < x) = P(tous les X; < z) = HP(Xi < z)

i=1

Pour 0 <z <0: Fy, (2) = (%)n

» Densité du maximum :

nxn—l

fxi, (@) = —gn o 0sz< 0

» C'est une loi Beta(n, 1) mise a I'échelle sur [0, 6].
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Loi uniforme — Calcul de I'espérance

» Calcul direct :

0 n—1 0 n+1
nT n n 0
E[X ()] /0 -~ dz 0”/0 e = o
n
ElXew] =777

> Biais : Biais() = E[X(,)] — 0 = — -5

» L'estimateur MV est biaisé (il sous-estime systématiquement 6).
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Loi uniforme — Estimateur sans biais

> Puisque E[X(,,)] = e 9 on peut définir :
~ n+1
= X
0=——Xw

Alors E[f] = 0 : c'est un estimateur sans biais.

> Autre estimateur sans biais : la moyenne X vérifie E[X] = 6/2, donc 6 = 2X est
aussi sans biais, mais il est moins efficace que 6.
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Loi uniforme — Calcul de la variance

» Moment d’ordre 2 :

0
]E[X(Qn)] :/0 - nxn dz = o

» Variance :

2
n n
VX = BX2,]  B[X()]? = —? ( ) 0

nb?

VXl = o e m T
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Loi uniforme — Convergence exceptionnelle

» Développement asymptotique :

VX)) = nt” 9—2 and n —
) )2ty 2 T

» Comparaison des vitesses de convergence :

Cas Variance  Vitesse
Cas régulier (Cramér-Rao) =~c¢/n O(1/n)
Loi uniforme ~02/n2 O(1/n?)

Résultat remarquable

L'estimateur du maximum converge deux fois plus vite qu'habituellement !
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Loi uniforme — Comparaison des estimateurs

> Variance de § = ”THX(n) :

~ n 4+ 1 2 92
= X = —
MU < n > VX () n(n+2)
» Variance de 0, = 2.X -
" _ 02/12  6*

» Rapport d'efficacité :

Ve 0*/[n(n+2)] 3
Vig ~ /Gn)  ntz "

L'estimateur basé sur le maximum est beaucoup plus efficace.
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Loi uniforme — Distribution asymptotique

» Posons Y, = n() — X(y). Pour y >0 :
_ _Y\ _ YN
P(Y,>y)=P (X(n) <6 n) (1 >
> Quand n — 00 : (1 —2)" — e7¥/?

Distribution asymptotique

n(0 — Xn) % Exp(1/0)

Convergence vers une loi exponentielle, pas une loi normale !
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Loi uniforme — Résumé des originalités

1. Estimateur MV : § = X,) = max(X1,..., X,)
2. Distribution exacte : Beta(n, 1) sur [0, 0]

3. Biais : —60/(n + 1) (sous-estimation systématique)

92
4. Variance exacte : Tt IT)LQ(n ) = O(1/n?)

5. Distribution asymptotique : exponentielle, pas normale

6. Information de Fisher : non applicable (conditions violées)
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Plan

Synthése
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Tableau récapitulatif (1/2)

Loi Param. EMV Variance
2
Normale I X % (exacte, efficace)
. 2(n —1)o*
Normale o? L3 (Xi — X)? —
- 1-— .
Bernoulli D X p=p) (exacte, efficace)
Poisson A X - (exacte, efficace)
_ 2)\2
Exponentielle A 1/X L A—
(= 12— 2)
_ 1—
Géométrique P 1/X ~ u
n
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Tableau récapitulatif (2/2)

Loi Param. EMV Variance
752
Gamma (a connu) B a/X o (7116;2)(50[ )
2
Log-normale i log X 7z (exacte)
! n?a?
Pareto (x,, connu) @ n/ > log(X;/xm) m
_ 1—
Binomiale nég. p r/(r+X) R r(1=p)
nr
2 2
Cauchy I numérique ~ 22
n
92
Uniforme 0 Xn) i

(n+1)2(n+2)

Légende : Bleu = pas de moments, EMV fonctionne ; Rouge = conditions violées, O(1/n?)
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Conclusion

» L'EMV est généralement asymptotiquement efficace (atteint la borne de
Cramér-Rao).

» La matrice d'information de Fisher permet de quantifier la précision de I'estimation.

» Les conditions de régularité sont essentielles : leur violation (loi uniforme) peut
conduire a des comportements atypiques.

» L'absence de moments (loi de Cauchy) n'empéche pas I'EMV de fonctionner si les
conditions de régularité sont satisfaites.

> La distribution asymptotique est généralement normale, sauf dans les cas
non-réguliers (loi uniforme — exponentielle).

» Quand I'estimateur est une fonction non linéaire de statistiques simples, la

méthode delta permet d'approximer la variance.
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